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Abstract:  Works dealing with Scan-to-BIM have, to date, principally focused on 'structural' 1 

components such as floors, ceilings and walls (with doors and windows). But the control of new 2 

facilities and the production of their corresponding as-is BIM models requires the identification 3 

and inspection of numerous other building components and objects, e.g. MEP components, such 4 

as plugs, switches, ducts, and signs. In this paper, we present a new 6D-based (XYZ + RGB) 5 

approach that processes dense coloured 3D points provided by terrestrial laser scanners in order 6 

to recognize the aforementioned smaller objects that are commonly located on walls. This paper 7 

focuses on the recognition of objects such as sockets, switches, signs, extinguishers and others. 8 

After segmenting the point clouds corresponding to the walls of a building, a set of candidate 9 

objects are detected independently in the colour and geometric spaces, and an original 10 

consensus procedure integrates both results in order to infer recognition. Finally, the recognized 11 

object is positioned and inserted in the as-is semantically-rich 3D model, or BIM model. The 12 

assessment of the method has been carried out in simulated scenarios under virtual scanning 13 

providing high recognition rates and precise positioning results. Experimental tests in real 14 

indoors using our MoPAD (Mobile Platform for Autonomous Digitization) platform have also 15 

yielded promising results. 16 

Keywords: object recognition, scan-to-BIM, automatic BIM, 3D data processing. 17 

1. RELATED WORK. 18 

Building Information Modelling (BIM) is now rapidly penetrating the Architecture, 19 

Construction, Engineering and Facilities Management (AEC&FM) sectors. However, it is 20 

notable that this increase in use has been predominantly for new builds, as well as on the design 21 

stage of those new constructions [1], [2] . Yet, it has long been argued that the most significant 22 

value of BIM will be delivered during the FM stage [3]. Enabling this is not just a matter of 23 

convincing clients and FM teams of the value of BIM information for their Repair and 24 

Maintenance (R&M) activities, but also ensuring that the information they receive is indeed 25 

comprehensive and accurate [4], [5]. In the case of new builds, this means that Asset 26 

Information Models (derived from BIM models) passed on to clients are the result of as-27 

built/as-is asset state analysis (as opposed to a blind distribution of the as-designed BIM model). 28 
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In the case of existing builds, this means that a comprehensive and accurate as-is AIM model 29 

must be produced that accurately capture the asset as-is. Focusing on the scope of information 30 

contained in the BIM model, it is particularly valuable to R&M teams that their AIM contains 31 

not just architectural information, but also structural as well as Mechanical, Electrical and 32 

Plumbing (MEP) information. Indeed, MEP costs typically constitute the largest share of R&M 33 

costs. Therefore, any AIM should not just contain objects like walls with openings (doors and 34 

windows), but also many other building service components, such as sockets, safety lights or 35 

alarm devices, etc. In the remainder of this manuscript, we shall refer to these objects as 36 

secondary building services’ components (SBSC). 37 

The efforts made as regards automatic Scan-to-BIM modelling from laser scanning or 38 

photogrammetric data have, to date, been focused on segmenting and recognizing large 39 

architectural 'structural' components such as walls (with openings), floors, ceilings and columns. 40 

For the reasons stated above, it is clearly necessary to extend automatic Scan-to-BIM beyond 41 

these large 'primary' components to other smaller 'secondary' ones, such as secondary building 42 

service components.  43 

The automatic detection and localization of secondary building service components in point 44 

cloud data is a challenging research line that has, however, been of comparatively little interest 45 

to the research community to date. Apart from the works that detect openings (door, windows 46 

and moldings) in walls using 2D and/or 3D information [6]–[9], only a few works deal with the 47 

recognition of other smaller, building service components, such as luminaries, sockets and 48 

others. Moreover, the detection is frequently associated with recognizing and positioning 49 

objects in a particular 2D space (i.e. an image of the scene) that is not connected with any as-is 50 

semantically-rich model (i.e. BIM model) of the building. 51 

With regard to mechanical equipment, most works focus on pipe recognition and 52 

positioning. For example, Czerniawski et al. ([10]) recognize a specific pipe spool type in 53 

cluttered point cloud scans. A 3D CAD of the search query, and more specifically, its local 54 

curvature characterization, is set from the beginning of the search. The points with a similar 55 

curvature are filtered from the original point cloud and then clustered by using a density based 56 

clustering algorithm [11]. A bag-of-features matching procedure finds the best hypothesis and 57 

selects the recognized group. The underlying assumption of the method is that the query pipe 58 

spool curvature pattern must be very different to that of the surrounding clutter. 59 

Focusing now on electrical equipment, several researches take advantage (assume) of the 60 

fact that lights, luminaries and other heat-emitting resources can easily be detected in thermal 61 

images. Kim et al. [12] propose a method that detects in thermal 3D point clouds hot and cool 62 

regions on ceilings, but crudely assume that these regions correspond to electrical systems, 63 

heating, ventilation and air-conditioning (HVAC) components; no recognition/classification 64 

algorithm is employed. In [13], a thermal point cloud is first segmented by temperature, with 65 

each cluster representing an object class. The objects in a cluster are then classified by means of 66 

a decision tree classifier based on geometric features. Three obviously distinct classes (humans, 67 

screens and light fixtures) are clustered in this work. Since a high temperature gradient appears 68 

around the query objects in all cases, the segmentation stage is quite effective. 69 

Other authors distinguish fluorescent lighting tubes from circular low energy bulbs by 70 

processing 2D coloured images of ceilings [14]. In a first step, a binary image of the ceiling is 71 

obtained by mean of a rasterization algorithm of the corresponding 3D data points. In a second 72 

step, and after applying Harris's corner detector and the Hough transformation to the image, the 73 

authors discriminate several zones of the ceiling, which are assumed to be either fluorescent 74 

lighting tubes or circular low energy bulbs lights. But, like in [12], no proper 75 

recognition/classification algorithm is employed, which raises questions a regards the 76 

generalisability of the method. In [15], another luminary detection approach is presented for 77 
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application in tunnels. Several restrictions are imposed in this proposal. For instance, it is 78 

assumed that the luminaries are located at a certain height and separated from each other by 79 

specific distances. After selecting a 3D data slice at the imposed height, the lights are easily 80 

identified by applying a simple colour thresholding technique. 81 

With regard to wall-mounted electrical equipment, like sockets and switches, [16] presents 82 

the detection of two types of electrical outlets in coloured images acquired by a robot, which are 83 

then classified as power holes, ground holes and the background. Since it is assumed that the 84 

regions around the holes do not have any texture, the authors apply an intensity-based method 85 

for recognition. The 3D coordinates are detected by applying a planar PnP solver. Meeussen et 86 

al. ([17]) propose a method that also employs mobile robots to recognize doors, door handles, 87 

electrical plugs and sockets in an office environment. Door handles are recognized by means of 88 

the separate processing of digital images, range data and point clouds. Outlet detection is carried 89 

out using disparity images, point clouds and colour images. 90 

In [18], sockets and switches are recognized in orthographic 2D images. Object detection is 91 

performed with a simple sliding window and patch matching approach. The probability of 92 

detection is measured using a feature descriptor pool (a kind of HoG that models the distribution 93 

of image gradients in different ways) and a random forest classifier is used to classify power 94 

sockets, light switches and the background. Kang et al. ([19]) detect lift call buttons using a 95 

stereo camera. First, an adaptive thresholding generates a binary image of the lift. Some buttons 96 

and the floor number candidates are then found in this image. Ambiguous candidates are 97 

rejected using an artificial neural network, and finally, a matching method is applied to 98 

recognize not only the call buttons, but also more properties, such as destination floor buttons, 99 

the direction in which the lift is moving and its current location. This is obviously a previous 100 

stage that must subsequently be solved within a more complex robot manipulation problem. 101 

Another interesting work is that of Hamledari et al. [20]. The proposed algorithm detects 102 

four kinds of objects in 2D images of walls under construction: insulation, studs, electrical 103 

outlets and different states for drywall sheets. This information could provide valuable 104 

information for progress tracking systems. However, since the method is applied to 2D images, 105 

the recognition results are not integrated into a 3D (BIM) model, which leads us to believe that 106 

its applicability is currently restricted to the mere monitoring and visualization of these objects 107 

on walls. 108 

The work presented by Bonanni et al.[21] is a human-robot collaboration approach that is 109 

designed to extract 3D shapes associated with objects of interest. In this case, the objective of 110 

the method is to recognize three different objects: fire extinguishers, hydrant boxes and printers. 111 

In this work, the system requires human intervention. After the scanner has acquired a 6D 112 

(XYZ-RGB) image of the scene, the human uses a laser pointer to point out the region in which 113 

the query object lies. The segmentation process then extracts the data that belong the object. 114 

2. CONTRIBUTIONS OF THE METHOD 115 

Our approach is original in that it has been designed to generate semantically-rich 3D models of 116 

buildings that include important secondary building services’ components. More specifically, 117 

when compared to the aforementioned approaches, the main contributions of our work are: 118 

I. It is an automatic method which neither necessitates human interaction nor has demanding 119 

requirements. With some methods,  the user has to set the class of object to be recognized ([14], 120 

[21]), while others fix particular geometric properties of the query objects ([15], [22]). 121 

II. All of the aforementioned methods detect very few objects. Only one or two different 122 

objects are recognized in ([12], [14]–[16], [21], [22]) and three or four in [13],[23], [18]. Our 123 
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approach is able to detect a larger number of objects because it is based on a learning 124 

recognition algorithm. In the experimental section, we consider thirteen different objects. 125 

III. Our object recognition method uses separate algorithms based on colour and on depth, 126 

and then establishes a consensus rule between both results. This makes the method more robust 127 

and flexible when dealing with different 3D shapes and textures. This is an original idea, which 128 

has never been seen in the earlier works. 129 

IV. Our approach is integrated within a larger Scan-to-BIM system so far focused on 130 

‘primary’ architectural/structural elements, so that the recognised secondary objects are 131 

accurately inserted and positioned into the 3D semantically-rich model of the building (i.e. BIM 132 

model). This is an important contribution to the automatic Scan-to-BIM research line. As the 133 

literature review showed, no work has yet been reported that integrates so many secondary 134 

building service components into a Scan-to-BIM solution.  135 

The paper is organized as follows. Section 3 briefly explains the prior data processing stages, 136 

including data acquisition, the segmentation of visible areas on walls and the detection of 137 

openings. The core of the paper comprises the object recognition approach. This is explained 138 

throughout the four sub-sections of Section 4. Recognition with geometry and recognition with 139 

colour are presented separately in sub-sections 4.2 and 4.3. The consensus decision algorithm is 140 

subsequently addressed in Section 4.4. Section 5 presents the experimental work, which 141 

includes the assessment of the technique in both a simulated building and a real environment. 142 

Our conclusions and future improvements are summarized in Section 6. 143 

3. DATA ACQUISITION, PRE- PROCESSING/PREPARATION 144 

3.1. Previous steps: data acquisition and segmentation 145 

The input of our object recognition system is a coloured point cloud associated with an already 146 

detected and modelled wall. In our case, we get this information from our existing Scan-to-BIM 147 

solution focused on primary architectural/structural components [24]. 148 

In the data acquisition stage of our solution, a mobile mapping system for digitization 149 

(MoPAD) takes data from the environment. Our autonomous moving scanner collects sufficient 150 

information to roughly represent the interior of the building. At this stage, the 3D model 151 

consists of an unstructured set of points that represents the visible scene. 152 

Data segmentation and labelling of the essential constructive elements of the building 153 

follows. This is a step in which a semantic meaning is introduced into the data. We generate a 154 

point cloud model composed of segments in which the objects “wall”, “ceiling”, “floor” and 155 

“column” have a semantic meaning. The extraction of the points belonging to the floor and 156 

ceiling of the room is carried out first. This is easily done by detecting two maximums in the Z-157 

histogram of the data. We assume here that ceilings and floors are planar and parallel regions. 158 

The segmentation of the points belonging to each wall of an indoor scene is conducted 159 

afterwards. The point cloud is first projected onto the XY plane and is then discretized, thus 160 

generating a 2D image I. After finding the edges of the polygon that encloses the data in I and 161 

returning to the 3D space, the 3D data related to the walls are retrieved. All details of the 162 

automatic scanning and Scan-to-BIM approach for primary architectural/structural components 163 

can be found in [24]. 164 

3.2. Data preparation 165 

The set of coloured data belonging to each constructive element (i.e. a wall) is structured as a 166 

4D orthoimage, JCD, in which each pixel has colour (RGB) and depth (i.e. an orthonormal 167 
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distance between the 3D points and the wall plane). The resolution of JCD is 5mm × 5mm per 168 

pixel, signifying that the image resolution is low. Note that this could be the standard resolution 169 

for 3D laser scanners used in the indoor scanning of buildings. 170 

After registering several views (coloured scans) and, since different natural and artificial 171 

light sources may impact on a wall from different locations in the room, slight colour variations 172 

(with boundaries) usually appear in the visible wall areas. Additional, and very important, 173 

specular highlights resulting from the system's camera flash could greatly distort the colour in 174 

some zones of the image. Under these circumstances, simple object detection algorithms based 175 

on colour thresholding would probably not be effective. In order to reduce such colour 176 

variations and restore highlights zones of the raw orthoimage, we have pre-processed the 4D 177 

orthoimage. We refer the reader to [25] for a better understanding of this stage. 178 

3.3. Detection of the wall area and openings 179 

In order to detect secondary building components in walls, we first detect the visible areas of the 180 

walls and the existing openings (windows and doors). The algorithm that detects visible areas 181 

on walls finds clusters of coherent colour seeds on the wall and then carries out a segmentation 182 

by colour. As a result of this process, the visible area of the wall is separated from the rest of the 183 

wall and the openings on it are afterwards sought. The approach that recognizes doors and 184 

windows has recently been published in [25]. A brief explanation is provided here. 185 

The detection of openings is based on finding discontinuities in the 4D RGB-D space. We 186 

process the colour and depth components of JCD separately, with JCD being decomposed into JC 187 

(colour) and JD (depth), after which the results are recombined. 188 

Given our assumption that the door frames are rectangular, we detect straight lines in JCD. 189 

These lines represent the discontinuities as regards the colour and depth of the wall (if the door 190 

has a protruding doorframe, the discontinuity in the depth dimension should result in line 191 

detections; if the door is a different colour from that of the wall, the discontinuity in the colour 192 

dimensions should also result in line detections). Note that the lines detected contain parts of the 193 

contours of hypothetical doors owing to potential occlusions. 194 

All possible rectangles defined by two pairs of horizontal and vertical lines are found. Since 195 

we are seeking rectangles that delimit openings, we retain only those rectangles whose size falls 196 

within the range of typical opening sizes. This yields a highly reduced set of rectangles. Finally, 197 

each rectangle is recognized as an actual opening if it fulfils a set of conditions regarding 198 

properties of colour and depth consistency, the degree of door frame occlusion and location 199 

consistency within the wall. Figure 1 d) shows the result obtained after applying the method. 200 

Note that this is not a simple example because of the multiple glass regions in a double door and 201 

the signs fixed on it. 202 

  203 
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a) b) 

  
c) d) 

Figure 1.a) Total registered coloured point cloud and the data segment of a particular wall (highlighted in blue). b) 204 

Resulting orthoimage, JCD. c) Detection of the visible wall area in white. d) Recognition of the door in the wall. 205 

4. RECOGNITION OF BUILDING SERVICE COMPONENTS: 206 

THE APPROACH 207 

4.1.  An overview 208 

Figure 2 a) shows a general flowchart with the main stages explained in Sections 2 and 3, 209 

whereas Figure 2 b) provides a detailed outline of the object recognition method proposed in 210 

this paper. Our approach assumes the existence of a database of objects that may be present in 211 

the query building. This database includes colour and depth image models for each object. Note 212 

that, in the case of a Scan-vs-BIM scenario, this database could be automatically generated 213 

using the as-design BIM model of the facility. The as-design BIM model would also provide 214 

additional valuable information, such as which objects should be present on each wall. In this 215 

paper, we very much place ourselves in such a context. 216 

The flowchart shown in Figure 2 starts splitting the aforementioned orthoimage JCD into 217 

image JC (colour) and JD (depth), which will be further processed separately. Upon removing the 218 

existing openings from images JC and JD, they become new images 𝐽𝐶 and 𝐽𝐷. Potential regions 219 

of interest (RoI) are subsequently calculated in both images, respectively. 220 

Different object recognition strategies are then applied to the corresponding RoIs. In both 221 

cases, a model database is used to obtain a tentative list for each query object class in the scene. 222 

After applying the recognition algorithm, some classes will be in both lists (share recognition), 223 

others will be in only one list (exclusive recognition) and the rest will not be in either list (non-224 

recognized). 225 

This is followed by the consensus stage. Bearing in mind that there could be several 226 

instances of the same class in the scene and several candidates per class for each strategy, a 227 

Recognition Coherence Matrix Ψ is computed for each class. Each entry of Ψ is the so-called 228 

Recognition Coherence Level, which is the measure of the coherence between detecting the 229 

object class in images 𝐽𝐶 and 𝐽𝐷 at their respective calculated positions. The recognition 230 

consensus decision will be solved by choosing the best values of matrix Ψ, and a precise 231 
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position of each recognized object instance on the wall will be calculated by means of a 232 

weighted mean position formula. All of the above will be explained in Section 4.4.  233 

 

a) 

 
b) 

Figure 2. a) General overview with previous stages, data preparation and recognition. b) Flowchart resuming the 234 
object recognition approach. 235 

4.2. Recognition with geometry 236 

As mentioned in the previous section, after detecting and positioning the existing openings in 237 

the orthoimage 𝐽𝐶𝐷 , we generate a new 4D orthoimage 𝐽𝐶𝐷, which contains only the information 238 

contained in the wall area, and this is decomposed into a depth image 𝐽𝐷 and a colour image 𝐽𝐶. 239 

𝐽𝐷 is used to detect objects with geometric discontinuities with regard to the wall plane, 240 

which is valuable for the detection of protruding objects. The recognition approach follows two 241 

stages. Firstly, 𝐽𝐷 is used to calculate potential RoIs (rectangles) containing geometric 242 

discontinuities. Secondly, a matching stage between the RoIs and the depth models of the 243 

database is carried out. Figure 3 provides an example in which only one pair of objects has 244 

depth discontinuities.  245 
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Calculation of RoIs 246 

In order to find salient regions on the wall, a Canny filter is applied to 𝐽𝐷 (Figure 3 b)). The 247 

Canny algorithm computes by itself two thresholds to detect strong and weak edges. By using 248 

two thresholds, the Canny method is less sensitive to noise than other edge detection techniques 249 

and more effective to detect true weak edges. The resulting image 𝐽𝐷,𝐶𝑎𝑛𝑛𝑦 is processed with the 250 

objective of detecting closed boundary regions, which are later enclosed by rectangles, each of 251 

which represents a RoI. The RoIs of the orthoimage in Figure 1 are shown in Figure 3 c). 252 

As a result of this process, objects with a complex geometry might be bounded by several 253 

overlapping rectangles, each of which corresponds to a different part of the object. A clustering 254 

algorithm integrates different overlapping RoIs into a single RoI. The initial set of candidate 255 

RoIs is thus reduced (see Figure 3 e)). 256 

 257 

  
a) b) 

  
c) d) 

 
e) 

Figure 3. a) Image �̂�𝑫. b) Image �̂�𝑫,𝑪𝒂𝒏𝒏𝒚. c) Calculated RoIs superimposed onto �̂�𝑫. d) Calculated RoIs superimposed 258 

onto �̂�𝑫,𝑪𝒂𝒏𝒏𝒚. e) RoIs reduction by clustering overlapping bounding boxes. 259 

 260 
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Matching Stage 261 

In the second stage, an image cross-correlation algorithm assesses the correlation between 262 

the images contained in the RoIs and the depth models of the database. Note that we assume the 263 

identity of the objects in the scene in advance, and these will from here on be denominated as 264 

“query or expected objects”. We correlate each expected object model with the set of calculated 265 

RoIs and obtain a list of matched RoIs, all overtaking a cross-correlation coefficient threshold 266 

𝜇𝐷, (𝜇𝐷 = 0.75). Thus, for an expected object 𝑂𝑖, we eventually extract a list of RoIs in the 267 

depth-space,{𝐷}𝑂𝑖 268 

An example of this process is shown in Figure 4. Note that the input 4D orthoimage (and, 269 

therefore, 𝐽𝐷) and the depth models are both implemented on the same scale in pixel/cm, 270 

signifying that it is not necessary to conduct any cross-correlation operations on multiple scales. 271 

Note that the cross-correlation function also yields the precise position of the best matching in 272 

𝐽𝐷. The blue rectangles in Figure 4 b) and c) identify potential RoIs that would match an 273 

extinguisher and a fire alarm switch. Each step of the object recognition algorithm is presented 274 

in detail in Algorithm I.  275 

a) 

 
b) 

 
 c) 

Figure 4. Recognition results in 𝐽𝐷. a) RoI to 𝐽𝐷. b) and c) Detail of the cross-correlation map of extinguisher 2 and 276 
fire alarm switch. The blue rectangles identify the objects on the wall. 277 

 278 



10 

 

 
Algorithm I. Object recognition algorithm using geometry. 279 

 280 

4.3. Recognition with colour 281 

Image 𝐽𝐶 is used to detect objects as colour discontinuities in the wall area, and objects that are 282 

salient in the colour domain are, therefore, easily detected. The first stage again calculates RoIs, 283 

in this case by means of discontinuities in the colour domain. A matching algorithm between the 284 

colour models and the calculated RoIs is then carried out. 285 

Calculation of RoIs 286 

We first discard the visible wall area from 𝐽𝐶, so that it contains only those parts of the wall 287 

that are neither the visible wall area nor openings. The resulting image, 𝐽′̂𝐶, is subsequently 288 

transformed into a binary image 𝐽𝐵𝑊 (as illustrated in Figure 5 b)) that is processed with the aim 289 

of finding compact sets of pixels (black regions), each of which theoretically represents a 290 

candidate region to be dealt with. 𝐽𝐵𝑊 is obtained by taking a threshold defined from the mean 291 

intensity level of the previously extracted wall area. As in the case of the recognition depth 292 

based approach, the RoI (bounding rectangle) is calculated for each candidate region and stored. 293 

Figure 5 c) shows image 𝐽𝐵𝑊 and the RoIs calculated. 294 

   

(a) (b) (c) 

Figure 5. (a) Image 𝐽𝐶, (b) image 𝐽𝐵𝑊 and (c) RoIs calculated in the segmentation process. 295 

 296 

Definition of the pattern  297 

The RoIs are matched into the model database by means of a minimum distance-based 298 

classifier using global descriptors. Although local descriptors are commonly used for object 299 
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recognition in coloured images (SIFT, SURF, among others), these techniques provide 300 

frustrating results when applied to our orthoimages of 5mm/pixel. Note that we have to balance 301 

the resolution of the collected point cloud with the associated memory and time requirements. 302 

Although the theoretical angular stepwidth between consecutive scan lines ranges from 0.0024º 303 

to 0.5º in our Riegl VZ-400, an intermediate value provides sufficient resolution, in a reasonable 304 

time, as when extracting precise 3D point models of buildings. Bearing all of the above in mind, 305 

we fixed the angular stepwidth at 0.065º, which yields 10 million points in 83 seconds per 360-306 

scans. However, owing to this limited resolution, along with the colour distortions produced 307 

after the registration of several coloured point clouds from different scanner locations, small 308 

objects within our orthoimages appear blurred and are of a poor quality. This could be a 309 

frequent problem in the point cloud processing world. 310 

Figure 6 illustrates the poor quality and low resolution of different objects in the orthoimage 311 

corresponding to Figure 1. Note that, for example, the image of the fire alarm switch extracted 312 

from 𝐽𝐶 is 26x26 pixels in size. 313 

For the aforementioned reasons, and with the objective of developing an effective object 314 

recognition technique for such poor quality coloured images, we have defined a set of global 315 

descriptors which are invariant to scale and rotation. A training set is used to learn each pattern 316 

prototype. 317 

 318 
Figure 6. Details of image 𝐽𝐶 , which illustrate the low resolution of different objects on the wall. 319 

In order to train the recognition system, we take five front views per object and calculate a 320 

pattern 𝑉 = (𝑣1, 𝑣2, … 𝑣15) composed of 15 global descriptors, most of which are related to the 321 

HSV and Lab colour spaces. We carried out extensive experimentation and evaluated the use of 322 

many other global descriptors related to the colour and geometric shapes of objects in blurred 323 

scenes. We eventually concluded that the best results appear with simplified colour palettes, 324 

relative colour relationships and global shape descriptors. 325 

After separating the foreground and background in the object image, we ran a drastic 326 

clustering algorithm for the components “saturation” (HSV), “a” (Lab) and “b” (Lab). We 327 
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found that saturation remains constant under rotation and scale in images and is not significantly 328 

sensitive to slight illumination changes. As is known, in the LAB space, a represents (roughly) 329 

redness versus greenness and b represents yellowness versus blueness. Since they are both 330 

relative colour measures, the use of a and b is also less sensitive to errors and blurred images. S, 331 

a and b were, therefore, used to define the first thirteen descriptors as follows. 332 

Components S, a and b of the original image are clustered into three classes and the first and 333 

second class prototypes are used to define four global characteristic. Let I3S, I3a and I3b be the 334 

corresponding images, each composed of three classes (see Figure 7 d)) and {s1, s2}, {a1, a2} and 335 

{b1, b2} be the respective first and second class prototypes in the respective images. The first 336 

five descriptors of the pattern V are defined with the saturation prototypes {s1, s2} as follows: 337 

 338 

𝑣1 = 𝑠1 (1) 

𝑣2 = 𝑠2 (2) 

𝑣3 =
〈𝑠1〉

〈𝐼3𝑆〉
⁄ , where the symbol 〈 . 〉 signifies ordinal (3) 

𝑣4 =
〈𝑠2(𝑠1)〉

〈𝑠1〉
⁄  (4) 

 339 

A brief explanation follows. 𝑣1. And 𝑣2 are the two principal saturation values in I3S. 𝑣3  is 340 

the percentage of pixels s1 in I3H (not considering those corresponding to the background). 𝑣4 is 341 

the percentage of pixels s2 contained in regions s1. We have additionally included descriptor 𝑣5 342 

as the number of segments s2 contained in regions s1. 343 

Figure 7 illustrates all the steps, from the original RGB image to the images of the first and 344 

second S-prototypes. 345 

 346 

   
a) b) c) 

   
d) e) f) 

Figure 7. a) RGB sample image, IRGB. b) Image in the HSV space, IHSV. c) Saturation component. Image IS. d) 347 
Saturation reduced to three clusters. Image I3S. e) Image showing the first S-prototypes1 in white. f) Image showing 348 
the second S-prototypes2 in white. 349 
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Descriptors 𝑣6 to 𝑣9 and 𝑣10 to 𝑣13 are defined in the same way as the earlier 𝑣1 to 𝑣4, but 350 

now for prototypes {a1, a2} and {b1, b2} in the Lab colour space. 351 

 352 

𝑣6 = 𝑎1 (5) 

𝑣7 = 𝑎2 (6) 

𝑣8 =
〈𝑎1〉

〈𝐼3𝑎〉
⁄  (7) 

𝑣9 =
〈𝑎2(𝑎1)〉

〈𝑎1〉
⁄  (8) 

𝑣10 = 𝑏1 (9) 

𝑣11 = 𝑏2 (10) 

𝑣12 =
〈𝑏1〉

〈𝐼3𝑏〉
⁄  (11) 

𝑣13 =
〈𝑏2(𝑏1)〉

〈𝑏1〉
⁄  (12) 

 353 

Figure 8 and Figure 9 show the earlier images in the Lab space and their corresponding a and 354 

b-prototypes. 355 

 356 

   
a) b) c) 

   
d) e) f) 

Figure 8 a) RGB sample image, IRGB. b) Image in the Lab space, ILab . c) a-component. Image Ia . d) Image reduced to 357 
three clusters. Image I3a. e) Image showing the first a-prototype a1 in white. f) Image showing the second a-prototype 358 
a2 in white. 359 

 360 
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a) b) c) 

   
d) e) f) 

Figure 9. a) RGB sample image, IRGB. b) Image in the Lab space, ILab . c) b-component. Image Ib . d) Image reduced 361 
to three clusters. Image I3b. e) Image showing the first b-prototype b1 in white. f) Image showing the second b-362 
prototype b2 in white. 363 

Finally, the shape descriptors are the roundness and the energy formulated in the equations 364 

below. 365 

 366 

𝑣14 =
4𝜋𝐴

𝑃2
 (13) 

𝑣15 =∑𝑝(𝑖, 𝑗)2

𝑖,𝑗

 (14) 

𝑣14 is the roundness of the object, where A is area and P is perimeter, and 𝑣15 is the energy 367 

descriptor. This is calculated as the sum of the squared elements (𝑝(𝑖, 𝑗) in Equation 14) in the 368 

grey-level co-occurrence matrix (GLCM). 369 

Applying a Minimum Distance Classifier 370 

As in the case of recognition with geometry, we match each query object pattern with the set 371 

of patterns corresponding to the previously extracted RoIs by using a minimum distance 372 

classifier (Euclidean distance). Finally, a list of matched RoIs, all with distances below a 373 

threshold 𝜇𝐶, (𝜇𝐶 = 0.2) is obtained. Thus, for a query object 𝑂𝑖, we eventually extract a list of 374 

RoIs {𝐶}𝑂𝑖. An example of the RoIs matched to a particular sign model is presented in Figure 375 

10. Algorithm II presents the steps of the algorithm in detail. 376 

 377 
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a) b) 
Figure 10. a) Example of matched RoIs obtained for a model after applying the minimum distance classifier. b) 378 

Distances 𝝆𝒄 of the RoIs candidates calculated. 379 

 380 

 381 

 
Algorithm II. Object recognition algorithm using colour. 382 

 383 

4.4.  Consensus Strategy for Recognition and Positioning 384 

Although some objects might be detected by means of both geometry and colour, some others 385 

will be recognized only by using colour or geometric properties. For example, signs hung on 386 

walls are probably detectable only in the colour space, and white electrical switches on white 387 

walls might be detectable only with geometric properties. However, extinguishers are probably 388 

recognized in both geometry and colour data. Furthermore, several instances of the same object 389 

might be found on the same wall. 390 
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As was explained in sub-sections 4.2 and 4.3, for each expected object, two lists of 391 

candidates {𝐷}𝑂𝑖 and {𝐶}𝑂𝑖are obtained from both recognition algorithms. In order to find a 392 

consensus between the results of depth-based and colour-based recognitions, in a context of 393 

multiple instances, the following method is proposed. 394 

From {𝐷}𝑂𝑖 and {𝐶}𝑂𝑖 , a Recognition Coherence Matrix Ψ is calculated (see Figure 11). 395 

Each entry in Ψ(𝑂𝑖) is the Recognition Coherence Level α, which measures the coherence 396 

between a pair of RoIs in 𝐽𝐷 (or none) and 𝐽𝐶 (or none). For example, 𝛼(𝐷1, 𝐶3)=0.65 signifies 397 

that the recognition of object 𝑂𝑖 from the RoIs D1 in 𝐽𝐷 and C3 in 𝐽𝐶 has a coherence level of 398 

0.65. 399 

 
Figure 11. Example of Recognition Coherence Matrix 𝚿 for a certain object. 400 

 401 

The Recognition Coherence Level between two candidates is calculated by assessing the 402 

overlap between the two RoIs, 𝐵𝐶
𝑖  and 𝐵𝐷

𝑗
 (with centroid coordinates 𝑐𝐶

𝑖  and 𝑐𝐷
𝑗
 respectively), as: 403 

𝛼 =

{
 
 

 
 (𝐼)

〈𝐵𝐶
𝑖 〉 ∪ 〈𝐵𝐷

𝑗〉

〈𝐵𝐶𝐷
𝑖𝑗 〉

𝑖𝑓 𝐵𝐶
𝑖 ∩ 𝐵𝐷

𝑗
≠ ∅ 

(𝐼𝐼) 0 𝑖𝑓 𝐵𝐶
𝑖 ∩ 𝐵𝐷

𝑗
= ∅

(𝐼𝐼𝐼) 0.5 𝑖𝑓 ∄𝐵𝐶
𝑖 𝑜𝑟∄𝐵𝐷

𝑗

 (15) 

 404 

where 𝐵𝐶𝐷
𝑖𝑗

 is the bounding box that encloses 𝐵𝐶
𝑖  and𝐵𝐷

𝑗
, and 〈𝐵〉 is the number of pixels 405 

inside the bounding box 𝐵. Note that 𝛼 ∈ [0,1]. For a better understanding, Figure 12 provides 406 

an example of 𝐵𝐶
𝑖 , 𝐵𝐷

𝑗
, 〈𝐵𝐶

𝑖 〉 ∪ 〈𝐵𝐷
𝑗 〉, 〈𝐵𝐶𝐷

𝑖𝑗 〉 and the corresponding value of α for cases (I), (II) 407 

and (III) in Equation 15. 408 

If the RoIs are overlapping, α takes high values (next to 1), otherwise α progressively 409 

decreases as the distance grows (case I). If the RoIs are not overlapping 𝛼 = 0 (case II). In those 410 

cases in which the object is detected in only one of the two images, we set α as 0.5 (case III). 411 
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a) 

 
b) 

 
c) 

Figure 12. Illustration of 𝑩𝑪
𝒊  , 𝑩𝑫

𝒋
, 〈𝑩𝑪

𝒊 〉 ∪ 〈𝑩𝑫
𝒋 〉, 〈𝑩𝑪𝑫

𝒊𝒋 〉 and the corresponding value of α for cases a) (I) partial/total 412 
intersection, b) (II) no intersection and c) (III) exclusive detection. 413 

Once Ψ has been filled, the recognition consensus decision is solved iteratively as follows 414 

(see Figure 13 for a better understanding): 415 

(1) the highest value of Ψ is selected and considered to be a recognized instance of the query 416 

object. 417 

(2) the corresponding row and column of Ψ are eliminated, except when the selected cell 418 

corresponds to an exclusive detection case (case III), in which only the corresponding cell is set 419 

to 0. 420 

(3) the process is iterated until Ψ is null or until the number of selected cells is equal to the 421 

number of expected instances of the query object. 422 

The position (centre) of each instance of the recognized object in the orthoimage 𝐽𝐶𝐷, 𝑐, is 423 

then calculated using Equation 16: 424 

𝑐 =
𝜌𝐷𝑐𝐷 + 𝜌𝑐𝑐𝐶
𝜌𝐷 + 𝜌𝐶

 (16) 

 425 

Where 𝑐𝐶 and 𝑐𝐷 are the centroids of 𝐵𝐶
𝑖 , 𝐵𝐷

𝑗
 and the two weights 𝜌𝐷 and 𝜌𝐶 are the cross 426 

correlation coefficient (which evaluates the goodness of the recognition in the depth image) and 427 

the minimum distance coefficient (which evaluates the goodness of the recognition in the colour 428 

image). In the case of exclusive detection, one of the values 𝜌𝐷 and 𝜌𝐶 will be zero in Equation 429 

16. 430 
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Figure 13. a) Example of multiple instances of an object in images in 𝐽𝐶 and 𝐽𝐷. b) The Recognition Coherence 431 
Matrix, Ψ and the recognition consensus process. After four iterations, four instances of the object are recognized in 432 
positions calculated from Equation 16 for the RoI pairs (C1,D1), (C4,D2) and (C2,D3) and in C3.  433 

5. EXPERIMENTAL RESULTS 434 

In this section, we present the experimental results obtained after using our secondary building 435 

component recognition approach. The experimentation was carried out in two different datasets 436 

in simulated and real scenarios.  437 

5.1. Simulated Scenarios 438 

Scenario I. 439 

The simulated scenario is shown in Figure 14. It consists of the floor of a building of 22.9m x 440 

19.4 m in size, composed of 4 rooms and a corridor. The scenario contains 116 secondary 441 

building objects located on 24 walls, which have been painted in neutral colours. This maintains 442 

a moderate colour contrast between each wall and their corresponding SBSCs. 443 

The objects are small common objects in buildings, such as extinguishers, signs, switches, 444 

sockets or radiators, among others. Some details of different walls with small objects can be 445 

seen in Figure 14 c). The coloured point cloud was obtained using Blensor [26], a tool 446 

integrated into the Blender modeller that is able to simulate 3D scanners. This software tool 447 

allows us to carry out the automatic scanning of the scene modelled, thus enabling us to obtain 448 

coloured point clouds similar to those obtained with our Riegl VZ-400 3D laser scanner. 449 

Blensor can also add noise to the position and colour of the point cloud collected, which makes 450 

the experimentation realistic. The object model database has also been generated with Blensor. 451 

 452 
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a) b) 

     
c) 

Figure 14. Scenario I. a) Blueprint of the building floor. b) 3D view of the scenario. c) Details of some walls with 453 
small building objects.  454 

Figure 15 shows the point cloud obtained with Blensor. The points on the ceiling and floor 455 

have been removed for a better visualization. In Figure 16, some examples of the orthoimages 456 

(colour and depth) generated from the collected point cloud are illustrated. Note the poor quality 457 

and slight discontinuities in the depth images for some objects, particularly, signs, switches and 458 

sockets. They will hardly be identified in the depth images and will only be recognizable in 459 

colour images. Furthermore, some objects of a colour that is similar to that of the wall, will be 460 

recognized only in depth images (see Figure 16 d)). In Figure 16 b) and c) shows some areas 461 

with a lack of data (black areas in colour images and white areas in depth images). This lack of 462 

data entails discontinuities in the images and might lead to errors in the RoI identification 463 

stages.  464 
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a) 

  

   
b) 

Figure 15. a) Coloured point cloud model of the simulated scenario. Floor and ceiling have been removed for a better 465 
visualization. b) Details of the coloured point cloud. 466 

 467 
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a) 

 
b) 

 
c) 

 
d) 

 
e) 

Figure 16. Examples of orthoimages (colour and depth) of a) Room #1, b) Room #2, c) Room #3, d) Room #4 and e) 468 
Room #5. 469 
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 470 

Table 1 shows the results obtained for the simulated scenario. Our approach recognized 105 471 

out of 116 objects, signifying that the percentage of true positives was 90.5%. The wrong results 472 

were: 10 false positives (8.6%) and 11 false negatives (9.5%). We also measured the accuracy 473 

of the calculated object positions with regard to the ground truth. The horizontal and vertical 474 

mean errors between the calculated and ground truth centroids were 2.9mm and 2.7mm, 475 

respectively. Table 1 shows more details of the values Tp, Fn and Fp per object class. 476 

The sixth column contains the percentages for which the true positives have a Recognition 477 

Coherence Level α that is higher than 0.9. Note that low values correspond to objects that are 478 

recognized either by colour or by geometry (e.g. extinguisher sign, fire alarm switch sign, 479 

radiator), whereas high values are those identified in both orthoimages, 𝐽𝐷 and 𝐽𝐶 , (e.g. socket 480 

x2, switch). The seventh and the eighth columns show the mean horizontal and vertical position 481 

errors per object class. The last two columns correspond to the maximum horizontal and vertical 482 

errors. It is noteworthy that the maximum horizontal and vertical errors are just 30mm and 483 

27mm, respectively. These results demonstrate the accuracy and the good performance of our 484 

approach.  485 

Figure 17 shows a graph of the Recognition Coherence Level α for each recognized object. 486 

The true positives are represented in blue, and the false positives in red. Note that α is 0.5 for all 487 

the false positives, with the exception of one. 488 

 489 

Table 1. Scenario I. Recognition results for building service components 490 

Object 

Number 

of 

instances 

TP 

(%) 

FN 

(%) 

FP 

(%) 

TP (%) 

α>0.9 
∆𝒉̅̅ ̅ 

(mm) 

∆𝒗̅̅ ̅ 
(mm) 

Max ∆𝒉 

(mm) 

Max ∆𝒗 

(mm) 

Electrical Panel 4 75.0 25.0 0.0 66.7 5.0 1.7 6 3 

Socket x1 20 95.0 5.0 5.0 31.6 2.1 1.7 5 5 

Socket x2 6 100.0 0.0 0.0 100.0 2.0 3.0 4 5 

Socket x4 11 100.0 0.0 0.0 63.6 2.3 2.3 4 3 

Built-in Socket 6 83.3 16.7 16.7 100.0 1.2 1.4 3 3 

Switch 16 100.0 0.0 0.0 81.3 2.1 1.8 5 4 

Fire Extinguisher 9 100.0 0.0 0.0 33.3 9.9 5.9 30 10 

Radiator 6 100.0 0.0 0.0 16.7 3.0 2.2 8 6 

Fire Alarm Switch 8 62.5 37.5 37.5 60.0 1.8 2.0 6 3 

Smoke Detector 10 80.0 20.0 20.0 87.5 3.1 1.4 10 3 

Exit Light 3 100.0 0.0 0.0 0.0 1.3 16.0 2 27 

Extinguisher Sign 9 88.9 11.1 11.1 0.0 2.8 2.0 8 5 

Fire Alarm Switch 

Sign 
8 75.0 25.0 25.0 0.0 2.0 1.5 4 4 

TOTAL/Average 116 90.5 9.5 8.6 50.5 2.9 2.7 30 27 

 491 
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Figure 17. Graph of the Recognition Coherence Level α for each recognized object. 492 

Figure 18 shows examples of recognized objects for three representative walls. The red spots 493 

indicate the position of the recognized objects. All the objects in rooms #1 and #3 have been 494 

correctly recognized. In Room #2, the electrical panel has not been recognized. This failure is 495 

due to the fact that the cross correlation coefficient 𝜌𝐷 (0.69) is less than the imposed threshold 496 

𝜇𝐷 (0.75). On the other hand, the colour-based recognition algorithm was not able to find the 497 

corresponding RoI candidate region. Note that even though some objects (e.g. the socket in 498 

Room #2) are near non-sensed areas (areas with a lack of data), which produces erroneous 499 

discontinuities, they are eventually correctly recognized. 500 

Figure 19 shows the results for the complete simulated scenario. Figure 19 a) illustrates the 501 

3D position of the recognized objects (red spots) together with the structural elements, doors 502 

and windows previously recognized. In Figure 19 b), the previous image is superimposed onto 503 

the simulated scenario in Blender, in such a way that it is possible to compare the ground truth 504 

and the results obtained with our approach. The spots corresponding to the different objects are 505 

represented in different colours for each room. Some details of this image are shown in Figure 506 

19 c) for a better visualization. 507 

Room 1 

 
Room 2 
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Room 3 

 

Figure 18. Examples of the recognized objects on three representative walls. Red spots indicate the position of the 508 
recognized object together with the corresponding object model. 509 

 
a) 
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b) 

  

c) 
Figure 19. Recognition results for the simulated scenario. a) Structural elements (walls, doors and openings) and the 510 
recognized secondary objects (red spots). Doors and windows are previously recognized. b) Recognition results 511 
superimposed onto the 3D textured model in Blender. The spots are painted here in different colours depending on 512 
the room. c) Details of the earlier 3D model for a better visualization. 513 

Scenario II. Minimizing the SBSC colour contrast. 514 

In the second scenario we aim to evaluate the efficiency of our method when we force the 515 

conditions towards a minimum colour contrast between the wall and the SBSCs. The colour 516 

contrast is defined as the change in the appearance of a colour (i.e. the SBSC colour) surrounded 517 

by another colour (i.e. wall colour). In the scenario II we have drawn all the walls with a colour 518 

similar to that most of the SBSCs. The difference between both RGB components has been 519 

forced up to a minimum colour distance of 1.56% (mean distance for R, G and B components), 520 

which happens in the case of the electrical panel. 521 

Table 2 shows the results obtained in the scenario II. A general comment is that, although we 522 

obtain worse results compared to that of the scenario I, the method maintains reasonable results. 523 

The percentage of true positives has decreased from 90.5% to 80.2%, whereas the false 524 

positives and false negatives have raised to 19.8% and 15.5% respectively. In contrast, we 525 

observe no variation on the horizontal and vertical mean errors, which remain below 3 mm.. 526 

It is clear from the values of the sixth column (TP with α>0.9) that some of the SBSCs are 527 

not recognized because of the low colour contrast. Thus, the recognition percentages of all 528 

sockets have slightly decreased (seven points on average) with respect that of the scenario I. 529 

However, the percentages corresponding to the electrical panel and the build-in socket have 530 
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fallen to zero. This signifies that, owing to the low colour contrast between the object and the 531 

wall, both objects are not recognized by the colour-based recognition algorithm. 532 

 
a) 

    
b) 

Figure 20. Scenario II. a) 3D view of the scenario. b) Details of some walls with SBSCs. Note the low colour contrast 533 
between some objects and the wall. Particularly, the contour of the electrical panel makes hardly distinguishable from 534 
the wall. 535 

Table 2. Scenario II. Recognition results for building service components 536 

Object 

Number 

of 

instances 

TP (%) FN (%) FP (%) 
TP (%) 

α>0.9 
∆𝒉̅̅ ̅ 

(mm) 

∆𝒗̅̅ ̅ 
(mm) 

Max ∆𝒉 

(mm) 

Max ∆𝒗 

(mm) 

Electrical Panel 4 50.0 50.0 0.0 0.0 2.5 3.0 5 3 

Socket x1 20 70.0 30.0 15.0 28.6 1.4 2.5 3 6 

Socket x2 6 100.0 0.0 0.0 83.3 2.2 3.0 5 5 

Socket x4 11 100.0 0.0 0.0 54.5 2.0 2.4 5 4 

Built-in Socket 6 83.3 16.7 16.7 0.0 1.8 2.2 3 5 

Switch 16 87.5 12.5 12.5 100.0 2.4 2.2 4 6 

Fire Extinguisher 9 100.0 0.0 0.0 44.4 13.6 7.1 48 35 

Radiator 6 100.0 0.0 0.0 0.0 2.8 1.8 5 5 

Fire Alarm 

Switch 
8 

62.5 37.5 37.5 60.0 1.2 3.2 4 4 

Smoke Detector 10 70.0 30.0 30.0 85.7 1.6 1.6 4 3 

Exit Light 3 100.0 0.0 0.0 0.0 0.0 14.7 0 23 

Extinguisher 

Sign 
9 

77.8 22.2 22.2 0.0 0.9 0.9 3 3 

Fire Alarm 

Switch Sign 
8 

50.0 50.0 50.0 0.0 2.8 2.3 5 3 

TOTAL/Average 116 80.2 19.8 15.5 45.2 2.8 2.9 48 35 

 537 
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5.2. Real Scenario 538 

Our approach has been tested on real walls using coloured point clouds collected from a Riegl 539 

VZ400 laser scanner associated with a DLSR camera on a robotic platform. This is our MoPAD 540 

(Mobile Platform for Autonomous Digitization) platform. In this section, we analyse the results 541 

obtained in a representative case of study. The orthoimage 𝐽𝐶𝐷 from Figure 1 corresponds to one 542 

of the walls of the Industrial Engineering School at Castilla La Mancha University. 𝐽𝐶𝐷 was 543 

obtained after scanning the corridor from two different locations. This is a good and complex 544 

case study that contains several objects, some of which can only be detected by colour.  545 

The object depth models were built in our lab by using a Minolta 910 laser scanner and a 546 

turntable, while the colour models were extracted from public websites. As can be seen in 547 

Figure 1, the wall contains the following objects: one extinguisher, one fire-alarm switch, one 548 

alarm sign, one extinguisher sign and an exit sign. 549 

Table 3 presents the recognition and positioning results of the test. The values of parameters 550 

𝜌𝐷 and 𝜌𝐶 of the objects recognized after the consensus stage are in the third and fourth 551 

columns. The highest values of 𝛼 are achieved in two cases (Extinguisher 2 and fire-alarm 552 

switch), in which the object is correctly recognized in both 𝐽𝐷and 𝐽𝐶. Items #2 and #5 were 553 

exclusively recognized using colour (signs), due to the lack of depth discontinuities for these 554 

models. On the contrary item #4 was incorrectly recognized. In this case, the RoIs 555 

corresponding to the extinguisher sign and fire alarm switch sign have quite similar feature 556 

patterns and the colour-based recognition algorithm failed. In summary, the overall recognition 557 

rate was 80%. 558 

With regard to the localization accuracy, mean errors ∆𝒉̅̅ ̅ and ∆𝒗̅̅ ̅ are below 10 mm, which can 559 

be considered an accurate positioning result. Figure 21 a) shows the RoIs in depth (cyan) and 560 

colour (magenta), whereas Figure 21 b) illustrates the results obtained after the consensus 561 

procedure. 562 

Table 3. Results of the experimental test for the real scenario 563 

Item # Object 𝜌𝐷 𝜌𝐶 𝛼 
∆ℎ̅̅̅̅  

(mm) 

∆𝑣̅̅ ̅ 
(mm) 

Correctly 

Recognized 

1 Fire alarm Switch 0,80 0,80 1,00 5 10 Yes 

2 Exit Sign - 0,90 0,50 2 2 Yes 

3 Extinguisher 2 0,82 0,84 1,00 0 3 Yes 

4 Extinguisher Sign 1 - 0,89 0,50 - - No 

5 Fire Alarm Switch Sign - 0,86 0,50 1 1 Yes 

 564 
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a) 

 
b) 

Figure 21. a) RoIs eventually assigned to potential objects. Depth RoIs are in cyan) and colour RoIs are in magenta. 565 
b) Results obtained after the consensus approach. The coloured spots represent the centroid of the recognized object. 566 
Note that the extinguisher sign was recognized as fire alarm switch sign. 567 

6. CONCLUSIONS 568 

The automatic generation of 3D BIM models is a cutting-edge research line as regards 3D 569 

computer vision when applied to buildings. In the last few years, various approaches for the 570 

recognition of structural elements of buildings (i.e. walls, ceilings, floors and openings) have 571 

been proposed. Nevertheless, the automatic recognition and positioning of small and secondary 572 

building service components in BIM models is a challenging issue on which very little research 573 

has been carried out to date. 574 

This paper presents a new 6D-based (3D coordinates + RGB) approach that processes dense 575 

coloured 3D points with the aim of recognizing small components in buildings. This fusion of 576 

imaged and geometric algorithms is a new strategy in the automatic creation of semantically-577 
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rich 3D models, (i.e. BIM models). Our approach makes several contributions to the field of the 578 

automatic BIM modelling.  579 

We have developed an automatic method which does not require any human intervention 580 

throughout the entire process. Moreover, whereas most of the approaches recognize, at most, 581 

among three/four objects, we deal with a higher number of different objects that are usually in 582 

buildings. 583 

The use of colour and depth information, along with a consensus strategy stage, makes our 584 

method more effective and robust than others. This is because some small components that are 585 

not detectable in colour images (for example, white sockets installed on white walls) can be 586 

recognized in the geometric space, and vice versa. Our algorithm is, therefore, able to recognize 587 

objects such as sockets, switches, signs, alarm devices, extinguishers and others on walls. This 588 

is an original idea that has never been seen before in the semantic 3D modelling field. 589 

Additionally, beyond the usual recognition and pose in 2D images or partial point clouds, 590 

our method calculates the precise position of the recognized object in a 3D scenario, so that the 591 

reconstructed as-is 3D BIM model of the building can be augmented with this information about 592 

secondary components. 593 

Nonetheless, our method has some limitations that should be dealt with in the future. Some 594 

improvements are outlined below. 595 

The training of the system for the colour recognition stage has been carried out by defining 596 

global descriptors that are invariant to scale and rotation, which is not the case in the recognition 597 

carried out with the depth information algorithm. It will, therefore, be necessary to redefine this 598 

algorithm in order to improve the geometric recognition in cases in which the objects are rotated 599 

in the orthoimage. 600 

The output of our system is the position (i.e. 3D coordinates) of the objects recognized in the 601 

3D BIM model, but no mention is made of the non-recognized object. The absence of these 602 

objects could be owing to errors in the building construction phase and it is possible that the 603 

system does not recognize them because they are not in fact inside the building. In a similar 604 

way, non-expected objects in the as-designed BIM model could be correctly detected by our 605 

approach if we were to extend our model database. All these exciting issues require a response 606 

in our future work. 607 

Finally, with regard to the experimental tests, we have presented experimentation in a 608 

simulated building and on a representative example of real wall. Although we have tested the 609 

algorithm on many other isolated real walls, with other types of secondary objects, we aim to 610 

carry out an experimentation on an entire building and so achieve, like in Figure 19, complete 611 

semantic 3D models of real buildings. In the future, our recognition and positioning algorithm 612 

should therefore be tested in more complex real scenes (e. g. curved walls and objects in 613 

columns) and complete buildings, with several instances per object on walls and in more 614 

extensive object databases.  615 
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